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I ntroduction

Structure of Submission

This submission responds to Part B ‘Developing fetdgy' of the Australian Law
Reform Commission’s Discussion Paper R2view of Australian Privacy Law
September 2007, which deals with the relationshegisveen developing technologies
and thePrivacy Act1988. We draw attention to differing issues agsiom ‘privacy-
invasive technologies’ (PITs) and privacy-enhandechnologies (PETS).

We have made separate submissions on Part D —rdpoged Unified Privacy
Principles (UPPs); Part F - the promotion and exg@orent of the principles, Part G -
the Credit Reporting Provisions, Part E — exemgtitom the Privacy Actand
Chapter 5 - protection of a right to personal pwa

Background — the iPP Project

Research for this submission has been undertakgramsof a Discovery project
funded by the Australian Research Council, ‘Intetiog Privacy Principles’ (iPP).
The home page for the project, and other publicatielating to the project, are at
<http://wm. cyberl awcentre.org/ipp/>. The IPP Project is based at the
Cyberspace Law and Policy Centre at UNSW Law Fgcult

The principal objective of this research is to asestdover the course of the project
(2006-09) a comprehensive Australian study of:

(1) the interpretation of information privacy principléIPPs) and ‘core
concepts’ in Australia’s various privacy laws, partarly by Courts,
Tribunals and privacy regulators;

(i) the extent of current statutory uniformity betweeanisdictions and
types of laws, and

(i) proposals for reforms, in order to help obtain dretuniformity,
certainty, and protection of privacy.
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ALRC Chapter 6. Overview - Impact of Developing
Technology on Privacy

The development of new technologies has the palebtith to create new privacy
intrusions and obstacles to preserving privacy neveviously envisaged as well as
address privacy concerns, by enabling control, toang and permission revocation
by individuals.

Technology often seems to lead to the erosion ofatulity to perform everyday
activities anonymously. The development of bionestrRFID and the pervasiveness
of data matching are all examples of technolodiat ¢ause this concern.

Privacy law should be both robust enough to addtesgechnological concerns we
face today, and adaptive enough to tackle new afarseen hurdles.

Questions of technological neutrality are alsoigalt how to both offer guidance
specific enough to apply to any practical techngjdgut to also focus on principles
that are not undermined by the practicalities different ‘platform’.

Other Technologies

The ALRC notes that it is interested in hearinguwhiechnologies other than those
that they have addressed in Chapter 6 that mayangpeprivacy (DP 72, [6.97]).

It is not feasible to enumerate ‘developing techgas’ that will have an impact on
privacy into the future, because the functionalitgtegories and scope of technologies
with privacy impact is vast. Hence the need arisesa regulatory framework that can
readily be applied to as yet unthought-of innovagio

Aspects of developing technologies that warransealoinspection, but generally
receive relatively little attention from the ALR®@clude:

e targeted advertising (for example Google AdSensayilen phone Bluetooth
advertising, or websites advertising to childrearsas Neopets.com)
automatic number plate recognition

automatic face recognition

sensor miniaturisation and nano-technology

DNA sampling, sequencing and analysis

Biological sensors and instrumentation

New models for pattern analysis of massive dadadll sorts

ubiquitous surveillance models being built intowmtking tools, and driven
by law enforcement seeking ubiquitous surveillaag@ panacea
geo-location functionality in everyday devices

ubiquitous network nodes: household appliancefiemét and talking

‘virtual worlds’ and simulated avatar based commation

‘root kits’ and other virus-like software, whethaostile or allegedly friendly,
which usurp user control over personal computers
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e instant video publishing by phone or other persdeaices

e increasing capacity for routine inter-database campation and data-
matching, without the need for specific new funcéility and expensive
custom interfaces to be added on; this can applpsacinternational
boundaries, or between companies or agencies

« social networking technologies and virtual commiesit

There is a tendency to instrumentalise privacy eamcas merely technical “personal
information security” matters, potentially diminisg the scope of privacy protection
and policy.

Some technologies which have yet to be fully dgwedbhave potential implications
for privacy. For example, it has been noted thabtechnology could lead to new and
unprecedented surveillance power:

Developments in nanotechnology may both facilitstweveillance and increase the
power to process information obtained through dllavee. These developments in
technology may have an effect on traditional ncatioh privacy: if it becomes easier
and less expensive to gather and use informationtgteople, it may become more
common, and eventually, more generally acceptece &wolution of pervasive

computing, with various information networks coneecto many — and possibly
invisible — sensors, suggests that traditional amati of privacy and private and
public spaces may need to be re-defined. (Cam2Ii7)

This comment identifies issues common to many efrigw technologies.

We have not addressed all of the different techgie®odiscussed by the ALRC, but
consider that RFID and biometrics warrant furthensideration from the ALRC, so
we make specific comments on those two technologies

Biometrics

While this chapter touches on biometrics, the fmesgrivacy-intrusive character of
all biometric systems warrants more substantialyaisa(and more than we can offer
here). There are a number of concerns relatingptodiric technologies that have
been neglected. Roger Clarke noted that (aftek€|&001):

1. Some individuals may find the process of providimgmetric data invasive.

2. Biometrics can lead to unprecedented consolidatigersonal data.

3. It becomes much easier to monitor personal behaaod form judgements as
a result of this.

4. Since biometrics systems are expensive to implenteist more likely that
they will be utilised for multiple purposes. Mulkgpuses of an identifier
increase the likelihood and ease of data sharing.

! See generally, Geist, M. “Technology's challermyprivacy”, BBC News, 4 October 2007, at
http:// news. bbc. co. uk/ 2/ hi /t echnol ogy/ 7026641. st m
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5. Since biometrics is intrinsically linked to idegtihe individual may be denied
the opportunity to transact anonymously or pseudaugly.

6. Itis still possible to trick biometric readersdamnce your biometric identity is
lost in this manner it may be impossible to regaithe extra difficulty of
revocation of a compromised biometric. Remedialoactnay be extremely
difficult.

7. Biometric technologies are likely to lead to autbedadenial of identity and
consequently of access/services, without easy oypty for individuals to
challenge or defend themselves.

8. Since biometrics build on a substantial set of sillance mechanisms, an
environment is created where organisations haveifisignt power over
individuals. This could increase the chilling effen freedom and democracy
by ubiquitous surveillance.

9. There is a danger that use of biometric technogmeuld increase
dehumanisation (where humans are treated in a aimmanner to
manufactured goods), because of the increase cammmachine interaction in
circumstances where the human subject has littiraloover the process.

Biometrics can also be discriminatory in some aimstances (for example a small
minority of individuals have no readable fingerpsirfor a variety of reasons).

Biometric information can be particularly dangerowben the use of collected
information is expanded beyond the initial reastamscollection due to ‘emergency’
situations (for example terrorist attacks). Singevernments have historically had a
difficult time using personal information contained databases under their
stewardship for only the purposes for which it veaginally intended” (Sherman,
2005, p. 36), reactive usage of essentially untesgehnology could have dangerous
and unforseen consequences (Sherman, 2005, pTi2&)danger is present with all
data collection; however, the unique and fixed reatwf biometric information may
lead to more devastating consequences.

Further, the potential value of the informationchel a biometric database, both as
identifiers and perhaps also as encoded biologjiadt not related to identity, means
that this information will be aggressively targetsdthird parties.

The threats associated with biometric informationd atechnology have been
characterised by some as so large that self regulauidelines will be largely

insufficient (Sherman, 2005, p. 32). This is inrtphecause the technology is
currently neither reliable nor mature: its erraiesaare high (often unacceptably so),
and the necessary constraints and limits of usenarter well understood nor
necessarily accepted by those planning adoption.

The existing biometrics Code under fevacy Actshould be reviewed in light of all

the dangers that biometrics can pose. It needs tmbsidered both by the ALRC, and
also on an ongoing basis, perhaps every three,yeaithe expectation that the rapid
rate of change of biometric technologies and businaractices will make such a
technology-specific code regularly obsolete andféutive.

(We are not now in a position to give proper attento a further suggestion, namely
to consider the need for more stringent controlerobiometric systems, with
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increased external regulatory scrutiny of privaegdrds and protections in specific
applications. Hence we do not make a formal subamisbut observe that this may
warrant further attention.)

Submission DP72-250: The ALRC needs to more closelglyse the hazards
posed by biometric technologies, and recognise thent to which the
benefits of biometrics are often over-claimed withosufficient evidence,
and consequent introduction of biometric systemsthout adequate
justification under the Collection Principles and tbher UPPs.
Recommendations to ensure that privacy protectios designed into
biometric systems need priority. Consideration shbube given to the
imposition of mechanisms to impose external standirof justification
before biometric technologies are implemented.

The adequacy and viability of the existing biomesi Code under the
Privacy Act should be reviewed by the ALRC, andured to be reviewed
periodically.

RFID

RFID technology has certain intrinsic risks. Theande invisible and ubiquitous
(hence hard to object to), with long data lives aratlequately controlled access to
data. But there are ways in which RFID technologly be implemented with less risk
to privacy. For example, encryption or passwordignioon can help prevent RFID
tags being read by unauthorised devices (Weinl28@4, p. 14). Rather than using a
unique ID, RFID tags could emit random pseudonymsalternatively, generic
descriptors could be used (Weinberg, 2004, p. BHé)ever, without being legally
compelled to do so, businesses are unlikely to taslogh measures, in part because of
the perceived costs involved. In addition there jrivacy issues raised by how
RFID tag information will be used by authoriseddes. RFID can lead to profiling,
surveillance and the potential to direct actionisgfaan individual (e.g. arrest,
targeted advertising etc) (Weinberg, 2004, pp. 8)(-1

Wienberg notes:

My ability to disclose or withhold information hascial meaning: it demonstrates
that | am the owner of my own self and my own refahips. It attests that | am not
someone else’s data, not a specimen belongingse twho would investigate me.

The profiling, surveillance and action threats mbd®/ privacy-invasive RFID
implementations put these values in jeopardy. Byrpscuously broadcasting a wide
range of information about me to all comers andlifating the creation of a large-
scale profile possibly tied to my name, they denyaatonomy to decide for myself
to whom [I'll disclose that information. [...] By lotag me in space, impressing my
digital profile on my physical body, privacy-invasiRFID implementations magnify
that privacy threat. By allowing strangers to talk#ions regarding me based on my
constellation of tags, they further suppress myitglio make my own choices in a
zone of “relative insulation"(Weinberg, 2004, p. 20)
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Certain protections should be considered for mamgiabclusion when implementing
RFID systems:

1.

Do not link tag IDs to personally identifying infoation (or if linked,
disclose the link and obtain written consent). Sachinkage cannot be
disclosed to an unaffiliated third party (Weinbe204, p. 23).

. Impose restrictions on tag data collection (forregle, warnings have to be
present if tag readers are used) (Weinberg, 20024)p

. RFID tags attached to individual retail items aleady labelled and easily
removable (Weinberg, 2004, p. 24).

. Tags de-activated at store exits or shortly théeeaf(Spiekermann and
Ziekow, 2005, 3.1)

. Minimise retention period of tracking data (Spigkann and Ziekow, 2005,
4.1).

. Turn off or disable RFID tags by default, to bened on only with
individuals’ consent using a personal passwordgl&smann and Ziekow,
2005, 4.1).

There are drawbacks and advantages to each of/&émeies above, however, without
appropriate incentive to spend time and money exgdhese options; it is likely that
businesses and organisations will neglect to desigeh safeguards into RFID
systems.

These

are all also issues that need to be addresskd standards-making process,

and the issuing of guidelines as proposed by thR@L

Submission DP72-251: The ALRC needs to more closahalyse RFID

technologies and canvass options to tackle privgmpblems. Ensuring

privacy protection is designed into RFID systemsosld be a priority. The

same restrictions as imposed on biometric techna@sgshould be considered
for any uses of RFID.



CLPC Submission — DP72, Pt B 8 March 2008

ALRC Chapter 7. Accommodating Developing Technology
in a Regulatory Framework

This chapter explores various ways in which develpptechnology can be
accommodated in a regulatory framework.

Technological Neutrality

Proposal 7-IThe Privacy Act should be technologically neutral.

We support the proposal that tReivacy Actshould be technologically neutral (or
artefact neutral), but with some modification. TH@ffice of the Privacy
Commissioner is of the view that the Act shouldbdle ‘technologically relevant’.
We adhere to a similar view and believe it is intpot for the Act to be
‘technologically aware’.

Checks and balances need to be in place to avolthaéogical blindness in the
privacy framework. Proposals by the ALRC in th#ofwing chapters may not go far
enough to ensure this. We therefore favour an eikpéquirement for the Office of
the Privacy Commissioner to review the Act in ligiittechnological developments
on a periodic basis. The ALRC, while noting that hiommissioner could do this,
does not propose to require it, but we considsinatuld be required, or it is unlikely to
obtain the priority it deserves, due to its ‘oviee thorizon’ nature. The review could
be as frequent as each Annual Report by the Cornaméess which could be required
to include a section on whether any particular neédgical changes now warranted
amendments to privacy legislation. Giving the Cossitiner a specific obligation to
make such comments helps justify the Commissiontggriening in the political
process in this way, and is a valuable way of gfitening the Commissioner’s
mandate.

Submission DP72-252: While the Privacy Act shoulde bgenerally
‘technology neutral’, it should also be sufficientl‘technology aware’ as to
impose explicit regulations on some technologiegnsistent with the
general approach of the UPPs. In addition, the @# of the Privacy
Commissioner should also be explicitly requiredreview and report on the
changing adequacy of the Privacy Act in light of exgfic technological
developments on a specified periodic basis.

The definition of ‘personal information’

One area where ‘technological awareness’ is crusigdhe definition of ‘personal
information’ (discussed by the ALRC at [7.48]). Wave previously submitted that
the current definition is inadequate in light ofwneéechnologies and should be
broadened.

Submission DP72-253: Ensuring technological awaressewill require a
revised definition of ‘personal information,” as weubmitted in DP 72-1.

[The definition of ‘personal information’, or theqglanatory memorandum in relation thereto,
should state that it covers those situations wiei@mation is sufficient to allow interaction

9
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with persons on an individualised basis, or the amipg of consequences on an
individualised basis. This should not include infiation which merely allows an individual to
be contacted without conveying anything about tidévidual’s identity or characteristick.

Standards

Proposal 7-2The Privacy Act should be amended to empower thestdr
responsible for the Privacy Act, in consultatiorthahe Office of the Privacy
Commissioner, to determine which privacy and ségstandards for relevant
technologies should be mandated by legislativeunstnt.

As the ALRC notes (DP 72, [7.65]), incorporatingvpcy protections into technical
standards provides a good opportunity to have puatections ‘built in” at the design
stage of processes and products. The ALRC is giogaohat some standards relevant
to privacy could be made mandatory by delegatesl&gn (DP 72, [7.68]). We
support these two approaches as being of poterdlak, but have concerns about
various aspects of implementation.

The ALRC is proposing guidelines, binding codegjutations and legislation to
tackle assorted privacy issues so the addition aidated ‘standards’ adds another
layer of complexity to an already complex regim#. also potentially moves the
regulatory process into a venue which has a p@ektrecord of broad consultation,
as opposed to technical expertise.

The main concern we have is that standards embai®m up’ and are then adopted
by the legislative regime. If the processes athibtom of the standards making and
adoption process are not sufficiently represerdatind open, then this cannot be
remedied by the democratic controls involved in diedegated legislative processes.
The only check that is available at that levelafusal to adopt the standard. The
danger then becomes that the presumed legitimatigeostandards-making process
could lead to the adoption of standards that atadequately protective of privacy.

The success and effectiveness of such a propoBaherefore largely depend on the
standards-making process. The parties involvedhe dtandards process and the
interests that these parties represent will deterthie appropriateness of a standard.

The history of standards development in Australio—instance through Standards
Australia, the obvious body to be involved in stam$ making, and through sectoral
bodies such as the Communications Alliance — hasnnour view been satisfactory:
there is a clear ‘democratic deficit’. Consumeeigsts have consistently been under-
represented, compared with business, technicalpamigssional interests, and there
has been a lack of transparency about the procésses

Recent experience with and statements by Standearsisalia, suggest that they are
not adequately established to deal with mattera abntroversial nature, or where

2 Consumers Federation of Australia submission ¢oRtoductivity Commission review of Standards
and Accreditation, June 2007 at
http://ww. consuner sfederation. org. au/ subm ssi ons. ht m

10
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there are a wide range of disputed interests asiius® There may however be an
emerging push to invite government to devolve raguh down to this new quasi-
regulatory levef. While this may be appropriate in some circumstaner for some
subjects, it is by no means clear that the cumstrtidards-making process is adequate
for dealing with the complex interplay of technojaand privacy issues. The attention
of standards bodies is intrinsically likely to fecon technical rather than broader
issues, and there is a clear risk of an industiyedrrather than an individual citizen
focus, in both the consultative methods and theesad analysis.

Other questions emerge over what happens when segsus cannot be reached
regarding a standard. Creating standards for dpwgjatechnologies can be a very
complex process. If experts in the field cannotidkeon an appropriate standard, it
begs the question: will the relevant minister arg tOffice of the Privacy
Commissioner be able to reach an appropriate ceinci@ It is also relevant to
consider what mechanisms are in place to updatgmdard where necessary.

We also share the Office of the Privacy Commisgisrneoncern that the relationship
between the proposed instrument and other regofatand principles is unclear
(OPC, 2007, Chapter 7, [12]). Questions also alssut how the standards process
would operate in these particular circumstances.

In our view, no standard should be able to redheeprotections provided by the
UPPs.

We support proposal 7-2 in principle, subject toeharough prior review of the
operation of the standards-making process, espedhé adequacy of wide
stakeholder representation and consultation, céaa explicit limits on the regulatory
topics which can be devolved to standards, and amesims for avoiding an overly
technical and ‘industry convenience’ focus to thetriment of less industrially
organised interests, and less technical values asahdividual privacy, dignity and
wellbeing.

As a further necessary precaution, where the Ministoposes to adopt a standard,
there should be a requirement for prior public aitasion and the involvement of the
Privacy Commissioner.

Submission DP72-254: There is currently no adequatgakeholder
representation in standards-making, and the curreAustralian process is
not well developed enough to deal fairly with mattevhere there are real
divergences of interest, especially as between stiguand consumer or
community sectors. We support proposal 7-2 in gipie, but only subject to
() a thorough prior review of the operation of thetandards-making
process, especially the adequacy of wide stakeholépresentation and
consultation; (ii) provision for public consultatio by the Minister, and
involving the Privacy Commissioner, before any stimd is adopted; and a

% For instance, they acknowledged in September #@7their process was inadequate and immature
for dealing with the issues arising from the OOXMlraft Specification for file formats. See
http://www.cyberlawcentre.org/2007/ooxml/

4 personal communication with one of the authors.

11
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requirement that a standard cannot reduce the pidtens provided by the
UPPs.

It is also important that privacy-enhancing teclogas (PETS) are taken into account
when formulating mandated standards (see discussgarding PETs below). They
are a desirable foundation for privacy protectamsthe ALRC recognises.

Submission DP72-255: The standards-making processwudd start from an
assumption that there should be integration of pay-enhancing
technologies (PETS).

Oversight Functions of the Regulator re technologie

Proposal 7—3n exercising its research and monitoring functioime Office of
the Privacy Commissioner should consider technelginat can be deployed
in a privacy enhancing way by individuals, agenead organisations.

We support this proposal to consider PETSs.

We also suggest that the inverse, ‘privacy-invasaainologies’ (PITs), should also
be given careful consideration. Research and momif@f such technology will help
assist in identifying PITs and minimise the harrased by this technology.

The Office of the Privacy Commissioner should ppgcsal attention to technologies
that appear to be privacy enhancing, however offfigr aninimal protection. For
example, ‘privacy seals’ have been used as an deramfipechnology utilised mainly
to offer the illusion of privacy rather than truavacy protection (Clarke, 2007). The
Platform for Privacy Preferences (P3P) was als@® dagded as a PET, but has been
criticised widely and does not seem to have advh(Cérke, 2001a).

Submission DP72-256: The Office of the Privacy Comssioner should be
required to actively and regularly research and mtor privacy invasive
technologies. In particular, these inquiries shoulde directed to whether
technologies claimed to have privacy enhancing cheteristics do so, or are
themselves a hazard in practice.

The New Zealand Law Commission (NZLC) in their pigy study paper noted that
law reform should address ways in which law andcgatan protect privacy through
the promotion of PETs. The NZLC continues by ofigrithe following examples
(NZLC, 2008, [6.113)):

¢ Promoting and supporting research into and devetopf PETS.

e Adopting PET-friendly policies within governmentpdetments and agencies. This
can include using PETs in the government’s ownrmédion systems and other
technologies that may have implications for privaaysuring that privacy is designed
in to new systems, and carrying out privacy impastessments of systems during
and after development.

e Requiring the incorporation and use of PETs inghmvision of particular products
and services.

¢ Intervening directly in the design of systems bywae companies. While this is
unlikely to happen often, one significant examgléhe European Union’s successful
attempt to get Microsoft to modify its ‘Passpostseem|...]

12
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¢ Removing legal and other obstacles to the use @8R consumers, so long as these
PETs do not protect privacy at the expense of gibblic interests (some restrictions
on the use of encryption and anonymisation may é&eded for security and law
enforcement purposes, for example).

e Raising consumer awareness of PETs through provigib information and
education.

e Facilitating informed choice by consumers throudje tevelopment of privacy
standards for technologies and associated cetitficgprogrammes such as privacy
seals.

It appears that there are more avenues to creagatines to use PETs than have been
canvassed by the ALRC.

Submission DP72-257: The ALRC should develop recoemdations
addressing ways in which law and policy can protgetvacy through the
promotion of privacy enhancing technologies (PETS).

Proposal 7-4The Office of the Privacy Commissioner should etfuca
individuals, agencies and organisations about dpegrivacy enhancing

technologies and the privacy enhancing ways in lwhéchnologies can be
deployed.

We support this proposal.

In keeping with our comment above, the Office & Brivacy Commissioner should
also educate individuals, agencies and organisaabout the potential harm of PITSs,
why such technologies should be avoided and hadetatify these technologies.

The Office of the Privacy Commissioner should adshucate individuals, agencies
and organisations about the various degrees okegionh that can be provided by
PETs. In particular, identifying poor PETs that yoprovide a minimal degree of
privacy protection.

We support the Office of the Privacy Commissionepsposal to expressly
acknowledge the promotion of an understanding ohrielogy and privacy in its
education function under section 27 of Brevacy Act(OPC, 2007, proposal 7-4).

Submission DP72-258: Proposal 7-4 should be embddiesection 27 of the
Privacy Act under the education function of the Qdé of the Privacy
Commissioner. It should be extended to also coveaivgry invasive
technologies, particularly those that are not obugly privacy invasive.

Guidance on Particular Technologies

Proposal 7-5The Office of the Privacy Commissioner should mevi
guidance in relation to technologies that impact mvacy (including, for
example, guidance for use of RFID or data collegtisoftware such as
‘cookies’). Where appropriate, this guidance shouhgorporate relevant
local and international standards. The guidanceudti@address:

13
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We note at this stage our general comments on Qi{amgce contained in our other
submission (see 3.3, CLPC submissions to part R), @aur comments on the
incorporation of technical standards (above).

(a) when the use of a certain technology to colersonal information is not
done by ‘fair means’ and is done ‘in an unreasogabtrusive way’;

We support this proposal (subject to our generalraents on OPC guidance).

(b) when the use of a certain technology will reguunder the proposed
‘Specific Notification’ principle, agencies and amsations to notify
individuals at or before the time of collectionpafrsonal information;

The Office of the Privacy Commissioner proposes teahnology-specific notices
should only be provided where there is a demorestraeed for technology-specific
notice requirements (OPC, 2007, Chapter 7, [23]il®\this has some merit, there is
a risk that this criterion will be used to dradligdimit the scope of the guidance
given on notices. It is not clear how such a needlev be demonstrated, or who
would demonstrate it. One of the core issues witlerging technology is that its
effects are secret, invisible or otherwise hiddenmf attention. Promoters have an
incentive to keep it so, and this may result iacklof awareness of something that, if
known, may well be a cause for wide concern. Th€ GRould therefore in matters of
emerging technology, err on the side of encouragiotce, rather than seeking
loopholes to avoid it. We consider it should bdisignt for non-binding guidelines if
the Commissioner considers that notice would bsifdble’.

The Office of the Privacy Commissioner further sitsnthat where there is a
demonstrated technology specific need to providdagee that these requirements be
incorporated in technologically specific bindingidglines and industry codes (OPC,
2007, Chapter 7, [24]).

Submission DP72-259: The Office of the Privacy Comssioner should be
required to develop either guidelines or codes whbe or she has identified
specific circumstances in which notification in theontext of particular

technological developments should be required.

In our other submission we discuss technology cams on notification (See CLPC
Submission, Pt D, p. 32). We note that guidanaedsiired relating to what limited
circumstances notification can occur ‘after thentv¢CLPC DP 72, 2007, p. 31)

This guidance is critical in the context of devehgptechnologies, mobile phone
advertising being one such example.

Submission DP72-260: In relation to recommendati@a5(b), it should be
sufficient for non-binding guidelines if the Commssoner considers that
notice would be ‘desirable’. The requirement thadtice be demonstrated to
be ‘necessary’ should be limited to binding requinents.

(c) when agencies and organisations should natifjividuals of certain
features of a technology used to collect informat{for example, how to

14
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remove an RFID tag contained in clothing; or erroates of biometrics
systems);

We have already discussed some ways in which prisscies associated with RFID
can be at least partially addressed, such as gledelling and allowing easy removal
of RFID tags.

We also indicate that these are all consideratiosisneed to be taken into account
when designing a RFID system. The Office of the&y Commissioner notes that
there should be basic privacy principles which ddhdwe followed when designing
RFID systems (OPC, 2007, Chapter 7, [26]). We awfigethis position, however,
feel that guidelines will not go far enough to Hight the importance of privacy
considerations in the design phases of develogicignologies. We propose in one of
our other submissions that the anonymity and psayrdiy principle should:

Expressly state that the obligation on organisategencies applies at the stage when
an information system is being designed, not oafiet the event’ when a person
wishes to enter a transaction with a data uses. i§lio mean that where it is
practicable, without excessive cost, to design gmity/pseudonymity options into a
system, they must be designed in. The judgemertts @sicticability and as to
whether any cost is excessive must not be lefteémtganisation/agency — they must
be able to be tested by an independent party (QRPC2, 2007, Submission DP72-
12).

The importance that the design phase plays inaedimlg privacy is already evident.
Privacy considerations during the design phase Idhba a critical factor when
assessing developing technologies that are satsfaender our current framework.

Submission DP72-261: The Office of the Privacy Coissiloner should
provide guidance on how privacy protection, addiegscurrent and future
community expectations and the intrinsic hazards tfe system, must be
designed into systems from their earliest feastyilstages, and how it is
critical to implement privacy protections in the sign phase.

(d) the type of information that an agency or ongation should make
available to an individual when it is not practidabto provide access to
information held in an intelligible form (for exahep what biometric
information is held about an individual when thdéommation is held as an
algorithm); and

The Office of the Privacy Commissioner queries \wbetthe proposed access and
correction principle implies that access to perkorfarmation should be given in an
intelligible form where practicable (OPC, 2007, @tea 7, [28]). It is critical that the
principle expressly states that access should iéded in an intelligible form where
practical. The Office of the Privacy Commissioneulid then provide guidance as to
what does not amount to practical circumstances.

Submission DP72-262: In relation to recommendatial+5(d), we support
the Office of the Privacy Commissioner’s proposhht express reference to
the need to provide access in an intelligible fomrhere practicable should
be included in UPP 9.

(e) when it may be appropriate for an agency ogamisation to provide
human review of a decision made by automated means.
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In our submission responding to Part D of the mevie recommend that an
organisation or agency should take reasonable gteps/oid making a decision
adverse to the interests of an individual basedwonmated processing, without the
prior review of that decision by a human. We sutedi that the Data Quality
principle (UPP 8) should be amended to achieve(8ubmission DP72-124).

The Office of the Privacy Commissioner notes tlgfidlative amendments may be
necessary requiring agencies and organisationave m place appropriate review
mechanisms for automated decisions, especially evtieg decision has an adverse
effect on the individual (OPC, 2007, Chapter 7,]J3Blowever the Office believes
that in the interests of technological neutralitysiimportant for theéPrivacy Actto
support fair and reasonable review mechanisms diwv afor technological
development which allows for effective review vist@mated systems.

The OPC approach seems to misconstrue the coo€efgchnological neutrality’:
our proposal in relation to UPP 8 was for a righh&ave a human involved in adverse
decisions. It is not somehow ‘technologically nalitto suggest that this be done
alternatively without human intervention.

Automated systems, especially large monolithic onssd by large agencies and
corporations, are almost by definition, and cetyaby long experience, likely to be
flawed in a range of ways, rather than being réiabT systems development is still
demonstrably in an immature stage of industrial gndfessional development,
despite what promoters may suggest. Developersl albliability for the reliability

of their systems. It is therefore not possible avehconfidence in automated systems,
especially where they are new, complex, rapidlyagitdg, or dependent on new
technologies or processes.

Submission DP72-263: We support the Paper’s propdkat the OPC may
provide guidance as to when it may be appropria fan agency or
organisation to provide human review of a decisionade by automated
mean. We further recommend that, consistent with rouearlier
recommendations, the presumption should be that amganisation or
agency should take reasonable steps to avoid mgikdrdecision adverse to
the interests of an individual based on automateagessing, without the
prior review of that decision by a human.

Proposal 7-6 The Office of the Privacy Commissioner should mevi
guidance to organisations on the privacy implica®f data-matching.

The ALRC suggests that guidelines governing datieinmag should not be made
mandatory. In our previous submission we noteddhs-matching is an increasingly
prevalent technique (CLPC IP31, Submission, p. 3%e Commissioner issued
‘voluntary data matching guidelines’ in 1992, andbsequently recommended
legislation to make them mandatory (to which theegoment did not respond). The

® See for instance the formal demonstration thatgamnot prove that any given system is ‘not akille
robot’, Gikll conference, University of EdinburgBeptember 2006.
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Office of the Privacy Commissioner proposes thatRhvacy Actshould provide for
the development of binding industry codes to adetsie regulation to data-matching
activities that may raise heightened privacy risBBC, 2007, Proposal 7-6).

We submitthat data-matching guidelines should be made mandathe industry
self regulatory model does not work in this areatleere is too great a disconnect
between possible abuses, mistakes or other privaegsive aspects and the
information that data subjects are likely to beeabl find about a given program. This
is not an area where industry codes are sufficimtause the temptations and conflict
of interest are likely to be too strong, and thellhood of enforcement or detection
of abuses too limited in such a model.

Hidden abuses of data matching represent a magar @rconcern for future privacy
rights. The largest corporate and government boatieslikely to be involved, so it
affects large segments of the population. Any parinvolved in data matching may
be tempted to bypass or avoid the intent of volyntades, because data matching is
very often an activity that is not visible to thaséected by it.

Data-matching is subject to more general mandateguirements under other
countries’ privacy laws, including those in Hongrgoand New Zealand, and should
generally be subject to mandatory requirementsustialia.

(The content of data matching regulation more gdheralso warrants further
attention, but we are not in a position to offey &smrmal submission at this point.)

Submission DP72-264: Data-matching in both the pitlsector and the
private sector should be subject to mandatory ru(edether Codes or some
other form).
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ALRC Chapter 8. Individuals, the Internet and Generally
Available Publications

In this chapter the ALRC examines the handling efspnal information by
individuals, in particular the publication of infoation online.

Individuals Acting in a Personal Capacity

Question 8-1Should the online content regulation scheme setimuhe
Broadcasting Services Act 1992 (Cth), and in patéic the ability to issue
take down notices, be expanded beyond the Natlaakification Code and
decisions of the Classification Board to cover @avirange of content that
may constitute an invasion of an individual’'s pgya If so, what criteria
should be used to determine when a take down nsiticeld be issued? What
is the appropriate body to deal with a complaintdaissue the take down
notice?

Extension of the online content scheme is not {hr@priate approach to tackling
privacy issues. Jurisdictional issues mentionedheyALRC will become a notable

obstacle. The Privacy Commissioner's existing peware probably sufficient to

enable the Commissioner to require content to lbeoved from a website if its

posting breaches the UPPs. Improving the Commiss®nresponsiveness to
complaints which involve an element of urgency, levfpreserving rights of hearing

and appeal, is the preferable way to deal withesdike this. The proposed statutory
cause of action will also provide some assistarandividuals who have had

personal information posted about them online. duld be desirable that the
exemption from the UPPs for the actions of indialdushould be lost wherever a
person discloses information about another persaterucircumstances which are
within the proposed cause of action.

The ALRC and/or OPC should also investigate whepneviders of relevant Internet
services that enable posting could modify theirmi®f Use of Internet services in
order to give better remedies for persons affebiegrivacy intrusive posts by other
individuals, while being sensitive to the dangerffs censorship regimes being
instituted by private parties.

Submission DP72-265: Issuing ‘take down’ notices m®t an appropriate
method of tackling problems associated with indiwads and ‘private’
information posted on the internet. The exemptiorom the UPPs for the
actions of individuals should be lost wherever argen discloses information
about another person under circumstances which axghin the proposed
statutory cause of action (under consideration biiet ALRC and the
NSWLRC). If the Privacy Commissioner’s powers netd be clarified to
ensure that the Commissioner has power to requianient removal from
the Internet, that should be don& he Privacy Commissioner should develop
procedures to deal with such complaints, where swuchreach of the UPPs
is involved.

ALRC and/or OPC should also investigate whether yders of Internet
services that enable posting could amend their Terof Use of Internet
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services to give better remedies for persons a#feécby privacy intrusive
posts by other individuals.

Proposal 8-1The Office of the Privacy Commissioner should mevi
guidance that relates to generally available puations in an electronic form.
This guidance should:

(a) apply whether or not the agency or organisatie required by law to
make the personal information publicly available;

(b) set out certain factors that agencies and orgations should consider
before publishing personal information in an eleciic form (for example,
whether it is in the public interest to publish arpublicly accessible website
personal information about an identified or reasblya identifiable
individual); and

(c) set out the requirements in the proposed Udifteivacy Principles with
which agencies and organisations need to complynwdwdlecting personal
information from generally available publicatiorsr finclusion in a record or
another generally available publication (for examplwhen a reasonable
person would expect to be notified of the fact @nclimstances of collection).

We support this proposal subject to general comsnent Office of the Privacy
Commissioner guidance contained in our other sukionsg(see 3.3, CLPC sub to part
F).

The OPC notes that since tReivacy Actdoes not cover state and territory courts a
coordinated approach with state, territories arnel @ommonwealth is required to
ensure there is a consistent framework in placenempublication of electronic court
records and decisions (OPC, 2007, Chapter 8, [814) support this position.

We support the promotion of more privacy protecagsumptions in such guidelines,
such as by requiring agencies, before they puldisigpersonal information in full
everywhere), to consider both alternative non-Pamseof achieving the same ends,
and also alternative to full PI, such as partiahidfiers that can on request be linked
to PI for appropriate reasons, rather than havihgha Pl accessible; or requiring
identification and logging of users of such PI.

We also support the highest level of notificatibattone’s personal information will
go on the Internet, and the provision of alterratimeans to avoid this, or means to
easily challenge a decision to post such informmgpidor to its posting.

The harm that can be done by non-essential postirfgl is rapid and potentially
devastating. The authors are aware of people whe lost employment as a result. It
is often too late to take it down after the fact.

Submission DP72-266: We generally support Propo8all in relation to
guidelines concerning publicly available informatio Such guidelines
should encourage a presumption that organisatioreaid individual means
to avoid posting fully identified Pl on websites@ld be adopted unless all
alternatives have been explored and rejected as measible, or the
competing social interests clearly justify suchevel of Internet publication.
We also support a presumption of the highest lesehotification that one’s
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P1 material will go on the Internet, and the provmn of alternative means to
avoid this, or means for the subject to easily dealge a decision to post
such information, prior to its posting (and also meedies after posting).

We support a separate enquiry into publication déetronic court records
and decisions, coordinated between all jurisdictgon
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ALRC Chapter 9. Identity Theft

This chapter looks specifically at identity thefidaprivacy. In our view, ‘identity
theft’ is simply one of the extreme cases of therangeneral problem of identity
fraud, with which it is often wrongly conflated. h& ALRC notes that privacy laws
including observance of the UPPs can assist ingmté@yg and minimising the harm
associated with identity theft. The ALRC citespagentially performing this function
the security and accuracy principles; data breathication, proposed guidance and
proposed take down notice scheme relating to pybbwailable information in
electronic form and credit reporting provisions. Weuld add that the principle of
minimum collection of personal information, coupleith observance of disclosure
restrictions, and appropriately strong data exponitations, are also of great
importance in minimising identity theft.

Submission DP72-267: We agree that the UPPs andigey laws generally
should be considered as tools to reduce identiguft and theft. The ALRC
should adopt recommendations in relation to all tfe UPPs and its other
privacy proposals with the specific question in rdinof what will best
minimise harm caused by identity fraud and theft.

It also useful to consider the implications of #@option of biometric technologies
and the consequences this will have on identitft.thes discussed above, there is an
intrinsic link between biometric data and identiAs a result, if this information is
stolen or compromised, revocation of the credesi@imuch more difficult that with
other identifying data.

Submission DP72-268: The ALRC should consider hatentity fraud and
theft can be minimised in the context of biometdata, and in particular the
increased risk that repositories of biometric dgp@ses due to the potential
commercial and criminal value of such data.
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| ndex of Submissions
Introduction

ALRC Chapter 6. Overview - Impact of Developing Tieology on Privacy

Submission DP72-250: The ALRC needs to more claseblyse the hazards posed by
biometric technologies, and recognise the extenthtich the benefits of biometrics are often
over-claimed without sufficient evidence, and caqust introduction of biometric systems
without adequate justification under the Collectitnnciples and other UPPs.
Recommendations to ensure that privacy protectiatesigned into biometric systems need
priority. Consideration should be given to the iiion of mechanisms to impose external
standards of justification before biometric tectogies are implemented.

The adequacy and viability of the existing biometrCode under the Privacy Act should be
reviewed by the ALRC, and required to be reviewedqalically.

Submission DP72-251: The ALRC needs to more claseblyse RFID technologies and
canvass options to tackle privacy problems. Engypiivacy protection is designed into RFID
systems should be a priority. The same restricaisnposed on biometric technologies
should be considered for any uses of RFID.

ALRC Chapter 7. Accommodating Developing Technolagya Regulatory
Framework

Submission DP72-252: While the Privacy Act showddgbnerally ‘technology neutral’, it
should also be sufficiently ‘technology aware’ agnhipose explicit regulations on some
technologies, consistent with the general approathe UPPs. In addition, the Office of the
Privacy Commissioner should also be explicitly ieggito review and report on the changing
adequacy of the Privacy Act in light of specifichaological developments on a specified
periodic basis.

Submission DP72-253: Ensuring technological awaeméll require a revised definition of
‘personal information,” as we submitted in DP 72-1.

Submission DP72-254: There is currently no adegstateeholder representation in standards-
making, and the current Australian process is redt developed enough to deal fairly with
matters where there are real divergences of intersgecially as between industry and
consumer or community sectors. We support propo2ain principle, but only subject to (i)

a thorough prior review of the operation of thendrds-making process, especially the
adequacy of wide stakeholder representation ansuttation; (ii) provision for public
consultation by the Minister, and involving thevagy Commissioner, before any standard is
adopted; and a requirement that a standard caedote the protections provided by the
UPPs.

Submission DP72-255: The standards-making protesdd start from an assumption that
there should be integration of privacy-enhancimptelogies (PETS).

Submission DP72-256: The Office of the Privacy Cassioner should be required to
actively and regularly research and monitor priviaesasive technologies. In particular, these
inquiries should be directed to whether technokglaimed to have privacy enhancing
characteristics do so, or are themselves a hazamdctice.

Submission DP72-257: The ALRC should develop renemdations addressing ways in
which law and policy can protect privacy through iromotion of privacy enhancing
technologies (PETS).

Submission DP72-258: Proposal 7-4 should be embadisection 27 of the Privacy Act
under the education function of the Office of thivd&y Commissioner. It should be extended
to also cover privacy invasive technologies, patéidy those that are not obviously privacy
invasive.

Submission DP72-259: The Office of the Privacy Cassioner should be required to
develop either guidelines or codes where he ohaledentified specific circumstances in
which notification in the context of particular kemlogical developments should be required.
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Submission DP72-260: In relation to recommendafie®(b), it should be sufficient for non-
binding guidelines if the Commissioner considest tivtice would be ‘desirable’. The
requirement that notice be demonstrated to be §secg’ should be limited to binding
requirements.

Submission DP72-261: The Office of the Privacy Cassmner should provide guidance on
how privacy protection, addressing current andriutommunity expectations and the
intrinsic hazards of the system, must be designidsiystems from their earliest feasibility
stages, and how it is critical to implement priv@cgtections in the design phase.

Submission DP72-262: In relation to recommendafieb(d), we support the Office of the
Privacy Commissioner’s proposal that express refar¢o the need to provide access in an
intelligible form where practicable should be irddal in UPP 9.

Submission DP72-263: We support the Paper’s préploatithe OPC may provide guidance
as to when it may be appropriate for an agencygairosation to provide human review of a
decision made by automated mean. We further recaordntat, consistent with our earlier
recommendations, the presumption should be thatganisation or agency should take
reasonable steps to avoid making a decision adtetbe interests of an individual based on
automated processing, without the prior reviewhat decision by a human.

Submission DP72-264: Data-matching in both theipwactor and the private sector should
be subject to mandatory rules (whether Codes oesurer form).

ALRC Chapter 8. Individuals, the Internet and Geradly Available Publications

Submission DP72-265: Issuing ‘take down’ noticesasan appropriate method of tackling
problems associated with individuals and ‘privatédrmation posted on the internet. The
exemption from the UPPs for the actions of indigildushould be lost wherever a person
discloses information about another person undeumistances which are within the
proposed statutory cause of action (under congidarby the ALRC and the NSWLRC). If
the Privacy Commissioner’s powers need to be @ario ensure that the Commissioner has
power to require content removal from the Interttedf should be done. The Privacy
Commissioner should develop procedures to dealsuith complaints, where such a breach
of the UPPs is involved.

ALRC and/or OPC should also investigate whethevidess of Internet services that enable
posting could amend their Terms of Use of Intesgevices to give better remedies for
persons affected by privacy intrusive posts by oithdividuals.

Submission DP72-266: We generally support Prop®salin relation to guidelines

concerning publicly available information. Suchdglines should encourage a presumption
that organisational and individual means to avaistipg fully identified Pl on websites

should be adopted unless all alternatives have b&eggliored and rejected as not feasible, or
the competing social interests clearly justify sadevel of Internet publication. We also
support a presumption of the highest level of raattfon that one’s PI material will go on the
Internet, and the provision of alternative meanavimid this, or means for the subject to easily
challenge a decision to post such information,rgnats posting (and also remedies after
posting).

We support a separate enquiry into publicatiorlefteonic court records and decisions,
coordinated between all jurisdictions.

ALRC Chapter 9. Identity Theft

Submission DP72-267: We agree that the UPPs awagyrlaws generally should be
considered as tools to reduce identity fraud aeft.tiihe ALRC should adopt
recommendations in relation to all of the UPPs imdther privacy proposals with the
specific question in mind of what will best miniraiearm caused by identity fraud and thetft.

Submission DP72-268: The ALRC should consider raeniity fraud and theft can be
minimised in the context of biometric data, anganticular the increased risk that
repositories of biometric data poses due to therpial commercial and criminal value of
such data.

References

25



CLPC Submission — DP72, Pt B 8 March 2008

Index of Submissions

26



